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MD Simulations 

VMD ï ñVisual Molecular Dynamicsò 

Whole Cell Simulation 

Å Visualization and analysis of: 

ï molecular dynamics simulations 

ï particle systems and whole cells 

ï cryoEM densities, volumetric data 

ï quantum chemistry calculations 

ï sequence information 

Å User extensible w/ scripting, plugins 

Å http://www.ks.uiuc.edu/Research/vmd/ 

CryoEM, Cellular 
Tomography Quantum Chemistry Sequence Data 
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Goal: A Computational Microscope 
Study the molecular machines in living cells 

Ribosome: target for antibiotics Poliovirus 
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Computational Biologyôs Insatiable Demand for Processing Power 
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VMD Supports Petascale Biology 

Å Where to analyze the data? 

o Trajectories too large to download 

o Analyze 231 TB trajectory set in 15 min , 

parallel I/O @ 275 GB/sec  on 8,192 nodes 

Å Use petascale  system compute nodes for all 

simulation, visualization, and analysis tasks  

Å GLX requirement for a running windowing 

system has been an impediment for use of 

OpenGL rasterization on large supercomputers 

Å Few petascale systems support windowing 

systems on compute nodes, not supported by 

system vendors ,  so sites must implement 

themselves 

Å Blue Waters has mix of node types, what about 

viz and analysis jobs that span node types? 

Å EGL helps solve these problems  

 

 

 

NCSA Blue Waters                            

Cray XE6 / XK7 Supercomputer 

22,640 XE6 CPU nodes 

4,224 XK7 nodes w/ GPUs 

Unlocking the Full Potential of the Cray XK7 Accelerator. M. D. Klein 
and J. E. Stone. Cray Users Group, Lugano Switzerland, May 2014. 


