Using Accelerator Directives to Adapt Science
Applications for State-of-the-Art HPC Architectures

John E. Stone
Theoretical and Computational Biophysics Group
Beckman Institute for Advanced Science and Technology
University of lllinois at Urbana-Champaign
http:// www.ks.uiuc.edu/Research/gpu/

WACCPD 2017: Fourth Workshop on Accelerator Programming Using Directives
9:15am-10:00am, Room 710-712, Colorado Convention Center,
Denver, CO, Monday Nov 13, 2017

Biomedical Technology Research Center for Macromolecular Modeling and Bioinformatics
Beckman Institute, University of lllinois at Urbana-Champaign - www.ks.uiuc.edu




Overview

A My perspective about directive-based accelerator
programming today and in the near-term ramp up to
exascale computing

A Based on our ongoing work developing VMD and NAMD
molecular modeling tools supported by our NIH-funded
center since the mid-9 0 0 s

A What is a person like me doing using directives? | Om
the same guy that likes to give talks about CUDA and
OpenCL, x86 intrinsics, and similarly lower level
programming techniques. Why am | here?
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Spollers:

Directives are a key solutioninthenal | opti ons typen t
of approach that | believe is required as we work toward exascale
computing

There arendt enough HPC tdwriteel oper
everything entirely in low level APIs fast enough to keep pace

Science is an ever changing landscape 1 significant

methodological developments come every few years in active fields
| 1 ke bi omol ecul ar model i1 ngé

Code gets (re)written for new science methodologies before
youove finished opdeforthepreviouy t he ol

Hardware is still changing very rapidly, and more disruptively
than during the Dblissful heyday o
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VMDT nVI sual

A Visualization and analysis of:

I Molecular dynamics simulations

I Lattice cell simulations

I Quantum chemistry calculations

I Sequence information
A User extensible scripting and plugins
A http://www.ks.uiuc.edu/Research/vmd/
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Goal: A Computational Microscope

Study the molecular machines in living cells

Ribosome: target for antibiotics

e




Exemplary Hetereogeneous

Computing Challenges

A Tuning, adapting, or developing software for
multiple processor types

A Decomposition of problem(s) and load balancing
work across heterogeneous resources for best
overall performance and work -efficiency

A Managing data placement in disjoint memory
systems with varying performance attributes

A Transferring data between processors, memory
systems, interconnect, and 1/O devices
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Major Approaches For Programming
Hybrid Architectures

A Use drop -in libraries in place of CPU-only libraries
I Little or no code development
I Examples: MAGMA, BLAS-variants, FFT libraries, etc.
i Speedups | i mited &anygovérimdda dssodiaed Withh w
data movement between CPUs and GPU accelerators
A Generate accelerator code as a variant of CPU source, e.g.
using OpenMP and OpenACC directives , and similar

A Write lower -level accelerator-specific code, e.g. using
CUDA, OpenCL , other approaches
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Challenges Adapting Large Software Systems
for State-of-the-Art Hardware Platforms

A Initial focus on key computational kernels eventually gives way to the
need to optimize an ocean of less critical routines , due to
observanceof Amdahl| 6s Law

A Even though these less critical routines might be easily ported to
CUDA or similar, the sheer number of routines often poses a
challenge

A Need a low-cost approachforget t i ng fi s o meubdoftsepee e d
second-tier routines

A In many cases, it is completely sufficient to achieve memory -
bandwidth -bound GPU performance with an existing algorithm
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Amdahl| s Law and

T o To o To T

Initial partitioning of algorithm(s) between host CPUs and accelerators
IS typically based on initial performance balance point

Ti me passes and accel erators get
Formerly harmless CPU code ends up limiting overall performance!
Need to address bottlenecks in increasing fraction of code

Directives provide low cost, low burden , approach to improve
incrementally vs. status quo

Directives are complementary to lower level approaches  such as
CPU intrinsics, CUDA, OpenCL, and they all need to coexist and
iInteroperate very gracefully alongside each other
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Multilevel Summation on the GPU:
An Amdahl 6s Law Exampl e

AcceleratgShort-range cutoff)and(latti

[Performance profile for 0.5 A

Multilevel summation of electrostatic potentials using graphics processing units

D. Hardy, J. Stone, K. Schulteh.Parallel Computing35:164177, 2009.

Volume of potential map (Angslroms)
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How Do Directives Fit In?

Single code base is typically maintained
Al most ndeceptivelyo simple t
Easy routefori ncr ement al , nNngradual l

Rapid development cycle , but success often follows
minor refactoring and/or changes to data structure layout

Higher abstraction level than other techniques for
programming accelerators

Inmany cases,per f or mance can be fgo
due to memory -bandwidth limits , or based on return on
developer time or some other metric

To  To  To Io I» I
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Why Not Use Directives Exclusively?

ASome projects doébut

I Back-end runtimes for compiler directives sometimes have
unexpected extra overheads that could be a showstopper in
critical algorithm steps

I High abstraction level may mean lack of access to hardware
features exposed only via CUDA or other lower level APIs

I Fortunately, interoperability APIs enable directive-based
approaches to be used side-by-side with hand-coded kernels,
libraries, etc.

I Presently, sometimes-important capabilities like JIT
compilation of runtime -generated kernels only exist within
lower level APIs such as CUDA and OpenCL
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What Do Existing Accelerated
Applications Look Like?

| 01 | provide examples from digging
NAMD that both have already incorporated acceleration in a deep way.

Questions:
A How much code needs to be fAfasto
A What fraction runs on accelerator now?
A Using directives, how much more coverage can be achieved, and
with what speedup?
A Do I lose access to any points of execution or resource control that

are critical for the applicationod:
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VMD: 10 Years of GPU-Accelerated Computing

A Has stood the test of time Blast from the past:
A Modeling, Visualization, CUDA starting with version 0.7 !!
Rendering, and Analysis Quad core Intel QX6700, three NVIDIA

GeForce 8800GTX GPUs, RHEL4 Linux

Accelerating molecular modeling applications with graphics
processors . J. Stone, J. Phillips, P. Freddolino, D. Hardy, L. ar Modeling and Bioinformatics
Trabuco, K. Schulten. J. Comp. Chem., 28:2618-2640, 2007. mpaign - www.ks.uiuc.edu




